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HOW?

Domain  Adaption?

Train in Real World?

Domain  Randomization?

Depth Map?
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When can I 
get off work.

I am prone to damage  
in the real world 

Domain  Adaption?

Train in Real World?

4



BETTER SOLUTION 
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ARCHITECTURE

Train in 
Apply to

simulator
read world
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➤ Perception module translates the perceived RGB image to semantic image segmentation 

➤ Control policy module performs actions based on translated semantic image segmentation

ARCHITECTURE
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PERCEPTION MODULE 

8



PERCEPTION MODULE 
NETWORK:ICNET[1] 

➤ Incorporates multi-resolution branches for accuracy enhancement 

➤ Real-time inference on the GPU of NVIDIA Jetson TX2
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PERCEPTION MODULE 
NETWORK:DEEPLAB[2] 

➤ Using Atrous convolutions to enlarge the field of view as well as control 
the resolution of feature  

➤ Using an Atrous Spatial Pyramid Module(ASPP) to robustly segment 
objects at multiple scales
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PERCEPTION MODULE 
NETWORK:ENET[3] 

➤ Sacrifice the accuracy in exchange for the inference speed 

➤ Using less GPU memory to enhance the mobility.
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PERCEPTION MODULE 
INDOOR DATASET(ADE20K)[4] 

➤ Containing scene-centric images annotated with objects 

➤ 20K images for training, 2K images for validation 

➤ Totally 150 semantic categories
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➤ We re-labeled the original 150 classes into 27 classes enhance accuracy 
and training efficiency 

➤ Re-labeled list :
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Original class labels in the dataset Reduced class labels

window, fence, pillar, door, bulletin board wall

road, ground, field, path, runway floor

bed, cabinet, sofa, table, curtain, chair, shelf, desk furniture

class number larger than 26 others

PERCEPTION MODULE 
INDOOR DATASET(ADE20K) 



➤ Contains a diverse set of video sequences recorded in street scenes from 50 
different cities 

➤ 5K annotated images. 

➤ Totally 19 classes

14

PERCEPTION MODULE 
OUTDOOR DATASET(CITYSCAPE)[5] 



CONTROL POLICY MODULE 
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CONTROL POLICY 
NETWORK:A3C [6]

➤ Parallelized training for reinforcement learning agents 

➤ No replay buffer
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CONTROL POLICY 
BASELINE MODULE 
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Model Input dimension Input format

Seg (Ours) 84 x 84 x 3 RGB Frame

Seg-S (Ours) 84 x 84 x 3 x 4 RGB Frame

DR-A3C 84 x 84 x 3 RGB Frame

DR-A3C-S 84 x 84 x 3 x 4 RGB Frame

ResNet-A3C 224 x 224 x 3 RGB Frame

Depth-A3C 84 x 84 x 1 Depth Map

Depth-A3C-S 84 x 84 x 4 Depth Map

➤ Seg : Segmentation 
➤ DR : Domain Randomization  
➤ S : Stacked



CONTROL POLICY 
TRAINING SCENE 
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Segmentation
Domain 

Randomization Depth Perception

Navigation

Target Following



EXPERIMENTAL RESULTS

19



EXPERIMENTAL RESULTS 
LEARNING CURVES 

Obstacle Avoidance Target Following

➤ Average rewards of  10 iterations after each training episode
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EXPERIMENTAL RESULTS 
EVALUATION:OBSTACLE AVOIDANCE 

Real World

➤ Mean rewards of 100 episodes in the simulated environment
➤ Average collision rates within 1 minute in the real world
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Simulated Environment 



EXPERIMENTAL RESULTS 
EVALUATION:TARGET FOLLOWING 

Simulated Environment Real World

➤ Mean rewards of 100 episodes in the simulated environment
➤ Average success rates in the real world
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VISUAL GUIDANCE
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➤ The visual guidance module can also alter a target following robot's 
objective online by modifying the target label to a new one.
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VISUAL GUIDANCE 
SWITCHING-TARGET FOLLOWING TASK 



VISUAL GUIDANCE 
SWITCHING-TARGET FOLLOWING TASK 

➤ The use of scene semantics as the meta-state gives the proposed 
architecture extra flexibility 

➤ Our modular architecture allows a visual-guidance module to be 
augmented to perform even more complex tasks by manipulating the meta-
state 

➤ Visual guidance does not require any retraining, fine-tuning, or extra data

Virtual World 
(Mean Reward)

Real World 
(Success Rate)

Seg 0.824 80%

Seg-S 0.925 90%



CONTRIBUTIONS 
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CONTRIBUTIONS 

➤ A new modular learning-based 
architecture which separates the 
vision-based robotic learning model 
into a perception module and a control 
policy module.  

➤ A novel concept for bridging the reality 
gap via the use of semantic image 
segmentation 

➤ A simple methodology for directly 
transferring the control policy learned 
in virtual environments to the real 
world. 
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https://arxiv.org/abs/1802.00285

https://arxiv.org/abs/1802.00285


➤ A way to migrate the operational 
environment of a robot without further 
fine-tuning its control policy module. 

➤ A visual-guidance module for altering 
the behavior of the robot via adjusting 
the meta-state representations.  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CONTRIBUTIONS 
CONTINUED 
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THANK YOU FOR YOUR ATTENTION
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